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Wisconsin Breast Cancer Data: A gold standard procedure for detecting breast cancer is biopsy. This is a definitive procedure. Women, fifty years or older, are advised get checked once every year for the presence or absence of cancer. Biopsy is painful, time-consuming, and expensive. It cannot be done every year. An alternative procedure is mammogram. This diagnostic test is not accurate. Its sensitivity is about 85% (True positives) and specificity 80% (True negatives). Wisconsin Medical Research Center proposed another diagnostic procedure (breast aspiration), which they touted more accurate than the mammogram. A needle is inserted into the breast and cells are extracted. Various properties (nine in all) of the cells are noted for each case (malignant) and control (benign). The determination of whether it is malignant or benign comes from the gold standard procedure. Download the data (biopsy) from the package (MASS). The response variable is ‘class,’ which is binary. We have nine predictors in all. They are cryptically labeled V1 through V9.

One needs to prepare the data before building a classification tree.

1. What is the dimension of the data? 1 point

2. Show the top ten rows of the data. 1 point

3. The first column is id. This is a variable. It is useless. Create a new folder eliminating the first column. 1 point

4. What is the class of each of the variables now? 1 point

5. Explain each variable. 4 points

6. Do summary statistics. Are there any missing observations? 1+1 points

7. Eliminate the missing observations. (If any observation is missing in a row, the entire row is deemed missing.) (The R function complete.cases(biopsy) should help.) Or, find your own way to eliminate the missing observations. 4 points

8. Build a classification tree. Show the tree. 3 points

9. Calculate the misclassification rate. 2 points

10. Provide a verbal description of the classification protocol of the tree. 5 points

11. Identify the predictors that made a mark in the tree. 2 points

12. The default pruning principle stipulates that if the size of a node is 20 or less stop splitting the node. Suppose we change the size from 20 to 15. Explain how the tree changes and examine its impact on misclassification rate. 4 points